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1.1 EEDRE U A

RKNN-Toolkit2 #& 4 H 1 HEAE PC. Rockchip NPU V- & b #EA7 R e 43 A1 AE 1A%

I REM, HP % T RS Python $2 H AT DAEHREHL 58 i L T D fig:

1)

2)

3)

4)

5)

6)

T

FEREL . Y HF Caffe. TensorFlow. TensorFlow Lite. ONNX. Darknet. Pytorch f& 7 %%
i RKNN Bi%Y, 5247 RKNN BB G NFH, 5 2EREIS/E Rockehip NPU ~F-& _Em#fii i .
EACTIRE . SCRPR R B R R BB, H AT SR B T A AR R A
( asymmetric_quantized-8 . asymmetric_quantized-16 ) , I 3¢ 4% B & & 1k I it .
asymmetric_quantized-16 FVE & 246 H AT 8 A 7.

BRI . BERSTE PC L AEHL Rockchip NPU i247 RKNN FEAY R REHHE R 45 L hn] DL
RKNN #7873 B 45 € 1) NPU W% b REATHERE .

PEREVEA . AT LAY RKNN B85 % BH6 52 NPU B4 FisqT, PP BIAN/ESL bR & iz
ITIF M RE . H AT A SR

WAE AL : PR ASEAT I 0 R4 NPU N A7 HTH ARG O o 5 FHZ DI RE R, 40K RKNN
B 53 B NPU 4% Tig AT, R AA OCH: LR B B H B SR .
BALKE > ZThREH s HHAR R B AL T 5 — R A R R X &, DB iRz
FEUAT BRI, B Y (R AR R

HB 7> T RESZ IR T X A RG0S 71 & I, RSB RS uT & LR . %

BAERG CTE) WIIRESCRFFIRLT

Ubuntu 18.04 Windows 7/10 Debian 9/10 MacOS
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ARGV

EFA T R AF I 75 24305 2 DL IS 1T B 2K

# 1 BTG

BAE RG A Ubuntul8.04 (x64) KU\ Lk
Python fix A 3.6
Python [ i numpy==1.16.6

onnx==1.7.0
onnxoptimizer==0.1.0
onnxruntime==1.5.2
tensorflow==1.14.0
tensorboard==1.14.0
protobuf==3.12.0
torch==1.6.0
torchvision==0.7.0
mxnet==1.7.0
psutil==5.6.2
ruamel.yaml==0.15.81
scipy==1.2.1
tqdm==4.27.0
requests==2.21.0
tflite==2.3.0
opencv-python==4.4.0.46
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1. AR ¥ E L Ubuntu 18.04 / Python3.6 51l i 47 15 W .

(Rockchip Quick Start RKNN_Toolkit2 CN.pdf)
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3 MEAURH

H AT $2 4t P Fh 77 20 %2 2% RKNN-Toolkit2: — &l id Python %2 %% 5% # T H pip #H17 % %%,

TREIBAT A 58 % RKNN-Toolkit2 T H ALK docker % o T I 73 i) /43 1 1 v 22 285 05 A BB 3R
3.1.1 & pip install 54 %%

1. AN virtualenv 31355 (W1 KRG RIS 2 AR Python 3855, #U{EH virtualenv

P Python %)

sudo apt install virtualenv

sudo apt-get install python3 python3-dev python3-pip

sudo apt-get install libxsltl-dev zliblg zliblg-dev libglib2.0-0 \
libsm6 libgl1-mesa-glx libprotobuf-dev gcc

virtualenv -p /ust/bin/python3 venv
source venv/bin/activate

2. BRI
pip3 install -r doc/requirements.txt

7E: RKNN-Toolkit2 4 B F: A K opencv-python, {HJ&7E example HH 7 151 #8 2 F 211X/ 2
KK, PTAX B R — IR a1

3. %% RKNN-Toolkit2
pip install package/rknn_toolkit2*.whl

TEARYE A F 1T python WA 2 AL FRAS 204, EFEAF 23834 (AT package/ H3)

® Python3.6 for x86_64: rknn_toolkit2-0.6.0-cp36-cp36m-linux x86 64.whl



3.1.2 @i DOCKER & %%

7 docker A FERAL T —AN AT E FTA FF R A Docker 854%, H P R 75 BmakiZ 85 1% R
Al B3 ¥ F RKNN-Toolkit2, ¥ FH 7k :

1. %% Docker

EREE M %3 Docker (https://docs.docker.com/install/linux/docker-ce/ubuntu/)

2. mEEEG
PAT LR S I 5i 1%

docker load --input tknn-toolkit2-0.6.0-docker.tar.gz
IE s G, AT “docker images” i 2 AEfFE F| rknn-toolkit2 IR, W1 'R Fios:

REPOSITORY TAG IMAGE ID CREATED SIZE
rknn-toolkit2 0.6.0 4f6bac6686d8 1 hours ago  4.13GB

3. BITHR

PAT LA N A 21847 docker Bil%, 4T )53 N bash 5.
docker run -t -i --privileged -v /dev/bus/usb:/dev/bus/usb rknn-toolkit2:0.6.0 /bin/bash
SR AR B SRS B E 2 vl AN _E “-v <host src folder>:<image dst folder>" Z%§, fi40:

docker run -t -i --privileged -v /dev/bus/usb:/dev/bus/usb -v /home/rk/test:/test
rknn-toolkit2:0.6.0 /bin/bash

4. 1847 demo

cd /example/tflite/mobilenet vl
python test.py

3.2 RKNN-Toolkit2 [£11# F

2 RK VAN 2 A %58 N RKNN Toolkit2 foff FHIRAE .


https://docs.docker.com/install/linux/docker-ce/ubuntu/

321 PHE—: BREBITEENSLE

XA ET, RKNN Toolkit2 347 7E PC b, B BUEHIS 1T, DASCEUH R D gE .
RIEBIY R, XA 5 AT L A T35 — R BA 5 dE RKNN &L, )
Caffe. TensorFlow. TensorFlow Lite. ONNX. Darknet. Pytorch 25457 ; — /& RKNN # %, Rockchip

LA, IR “rkon” .

3.2.1.1 iB8173E RKNN R

IZATHF RKNN A7 5 RKNN AR K X0 E T, BEAT MR B s R 8 e/ A A T

LA E RKNN B AL i RKNN A7, 12375 N RKNN Toolkit2 [ 5€ 84 AR a0 R B s



( H#@m )

Y
BIFERKNNYT %, DARIEALRKNN SDK3A 553

v
i F conf ighz M5 B AL (1) Fsb 2244

A 4
i Hload_caffe. load_tensorflow.
load_tflite. load_onnx.
load_darknet. load_pytorch.
load mxnet$ 1T A\ JRLfICaf e,
TensorFlow. TensorFlow Lite. ONNX&
Darknet. Pytorch. MXNetf#%Y

A 4
W Fibui1dfg i EERKNNAE 2
|
v
P Hinit_runtimef#
H YIRS AT I P15

________ S S S

I Tor r
[N in o | Vil FHeval perfi DXﬁﬁiﬂ: I i feval memory$% 13K : I, L]
e o ot LRGP, JORBUN R | UBURAERAT & ity | | Agort mem
IR SSEEEERRL ket g BRoReR RS L BRSNS 1 =

. _| ________ | b — |_ ________ _| _______________ | _______

A 4

W FHirelease % IR RKNNAT 4

A 4

( & )

K 3-2-1-1-1 PC _FiE473F RKNN FE8 sk T 5L i 48 e

VE:

1. DA ESDBRE LT AT -

2. WEEHEARTER PR S H ) RKNN B8 0] LUl I load_rknn #2115 AJEAEH

3. ZEAEARTE RO ALHERE . MEREVEAG AT N A7 Al ) A BRAG JE IO AN 22, AR 4 S B H IS 0
RIE . VEREVEAE AN AR VTS H AT A SCHF .

4. HA M HRF G 72 Rockehip NPU B, A4 W] LU H inference / eval_perf / eval_memory

PSRN EB. H AT A S



322 R HERIBITEE PC #%EM Rockechip NPU F& Lk

H ATz D Re 8 A SCHF

RKNN Toolkit2 H {32 ### Rockchip NPU “F & f,3% RK3566, RK3568.

XFP% 5, RKNN Toolkit2 817 7E PC |, Jid PC ¥ USB 4% NPU # % . RKNN Toolkit2

¥ RKNN BAAE 3 NPU #e#% big4y, R NPU B FIRIGHERISS IR . MhRR(E B 5.

B, HETGRELT A SRR

1. BRI IR USB OTG #H:F| PC, I HAE#H IR F| 5 &, BIZE PC _E i H RKNN-Toolkit2
(4 list_devices 4 LA A W) BIFH N ¥4, R TZIE A IE, S0, 3.5.15 &Y

2. VA init_runtime £ D WIIAILIZ AT IR #2245 5E target Z2H0H device id Z 8. Horl target
SRR REGRAL, ALEEA “rk3566” « “rk35687 o 4 PC EHZEZAN W AR, BHE

{85 device id ZH, WA %S, &5 rld list devices ¥ &), ~BIUITF:

all device(s) with adb mode:
[l

all device(s) with ntb mode:
['TB-RK1808S0', '515e9b401c060c0b']

VIURACIZAT I PR ARG =5 2

# RK3566
ret = init_runtime(target="rk3566', device id='"VGEJY9PW7T")

# RK3568
ret = init_runtime(target="rk3568', device id='515e9b401c060c0Ob")

3.2.2.1 i8173E RKNN ##

YA AE RKNN #5278 (Caffe. TensorFlow. TensorFlow Lites ONNX. Darknet. Pytorch %

BRI, RKNN-Toolkit2 TR FIRE S E B IR = — B 75— (W 3.2.1.1 595 .



3.2.2.2

iZ4T RKNN & &

1247 RKNN R, HI AT E R E RO AL PS4, A HZME RKNN BB, A AR

FEan ~ PR -

( IFm )

y
BIEERKNNXT 2, DAWIZEALRKNN SDKIA 35

A\ 4
P load rknnfE 05 ARKNNARAY

A

PHinit runtimed
BET IS e EINEZ N

[
! : W Heval _perf CIXHE AN | i FHeval memory4E M3k

| [ |
I 8 Hinferences X N ! PENAR IO (A A
[ et b ! I BEHHTVRAY, SREUE AR | | UL AR TR T & EistT |
AR, IR L et RRER || MEOAGURER |
L e e e e e e — .|_ ________ e e e e e e e e — L e e e e — _I ________

\ 4

i FHreleasedZs IR HRKNNST %
\ 4
( &k )
K 3-2-1-2-1 PC _Fiz4T RKNN R T E 1 R L
VE:

v VAR BB AT -

SLAOHERRVE BB HERE | 1 RE VY-t R A A7 DAk 0 252 B8 56 5 U AN g AR 40 < B A R 155 0
W H inference / eval_perf/ eval_memory £z RN A7 F A% DL, AL A2 4T 1E A
& k.

It load_rknn T A 77 A H T84~ & A S Th RE RO AE A, TG VvE A FH Qo oks B2 23

accuracy analysis 25 fE .



323 E=. HEAIZITAE RK356x Linux FF R E

H %) e AN SR

Xz, RKNN-Toolkit2 H %35 7F RK356x Linux &40 H . S A\ RKNN A H
PEE RK356x LigT, DASRHUBIAL 52 bR i HEHE 45 R sk AefE B

XF T RK356x JF A M, RKNN-Toolkit2 T [ £ R AR g THALRRSE, dn AR AL S A 4
RKNN AL, WAL RS §— P — (L 3.2.1.1 3591 5 & UME R 7355 = (L

3222 %)

33BEEM

RKNN-Toolkit2 $& ) &AL D g v] LLAESR = AV RE ) Sl bR & /D PR AICRE AR 122, (E AN
HEBR SRS RS /E S 5 H DURE FE R B A IO 0L oA T Lk R P R 5 76 P e ARG B2 2 I i S
f-F#5, RKNN-Toolkit2 5|\ JIREEALIIBE, F AT LLE CokE e R it R AL, &
At i 22t T BURYE F - B AR BE T 12 2

vE:

1. examples/common_function _demos H3x NEML | — MBS EALIH] T hybrid quantization,

AL B4 ) TR R S
331 BAETHEEE S

VN ‘\
HujR S

EAIhRESCRF AT i
1 e fEAE SRR E (A floatle HEATTHED , X Py AT fe ol AR Aok 2

H R — € T RE

10



332 BEEMLEREXHF

EAE R A AL ThRERT, BB R A — MR A ELEC B, AT NHZ A B S AT A
el
2, AT W IR & & 1k 2 O hybrid_quantization_stepl J5 , 2 7 4 #1 H & F A& B — A4

{model name}.quantization.cfg it & . BB AR

custom_quantize layers: {}
quantize parameters:
FeatureExtractor/MobilenetV2/Conv/BatchNorm/batchnorm/add_1:0:
qtype: asymmetric_quantized
gmethod: layer
dtype: int8
min:
- 00
max:
- 6.0
scale:
- 0.023529411764705882
zero_point:
- -128
ori_min:
- -13.971162796020508
ori_max:
- 22.79466438293457

BB SO IE SO — 1T — D H B EMEERN 7, B e AR B2 (afig
{8 A floatl6 / int16) ¥ANENIX L.
BERBHEATENEERNELSE, N EEEREE DT, BT HRE key H

tensor name, FHLH] value Bl EASE, WREH AL EN, N dtype {HN floatl6.
333 REEBLFERARE

i R A AL ThRERS, W PLor OB HE4T
B, MBJRGEBIAY, AR B AC B SO IR R S M SO R B S . BRI
FHRFEU R -

11



B RKNN %%, PLWI4GE1L RKNN 83
v

WA config $2 1% BB 1) AL 244

\ 4

I F load_caffe.load_tensorflow.load_tflite.
load onnx. load darknet. load pytorch.
load_mxnet #2115 N5 4f Caffe.
TensorFlow. Tensorflow Lite. ONNX.
Darknet. Pytorch. MXNet %7

v

i hybrid quantization stepl 2 142 B%AC

B X ({model name}.quantization.cfg) ,

5 A8 S04 ({model name}.model) , %
P& 3/ ({model name}.data)

v

A release $2 11 B¢ i RKNN X %

K 3-3-3-1 IREENE—PHEORHRRE

WL, BHGE B R R ALRC E

o NIRERILLENRMUKAFEMLE, WHRBIAZEACKZ 5 RS Rz )=
HERERE 24, BE S D EUER DA, R IX LA HN 2] custom_quantize_layers
T, {EON floatl6.

=08, A RKNN BB FLAR 8 H i B A an

12



( JE )

A\ 4
BIZERKNNRS %, DAAIUGALRKNN  SDKFA 53

v
i Fconf 1g#% M1 B R () Filib BE 2450

h 4

4 fHhybrid_quantization step23Z1#4
RS LRKNNASE Y

A 4
8 FHexport_rknn$ 15 Hi RKNNAZE %Y

A 4
i Fire lease % IREIRKNNAT 5

K 3-3-3-2 JRA RS =08 R

H0L, R BB A N RKNN BEAL AT HEE .

3.4 7P

PLF J2 N TensorFlow Lite 184 7R B AXAY (1402 I, example/tflite/mobilenet v1 H3%)

WNSRAE PC _ESATIZ AT, RKNN BEALEAE B & B AT

import numpy as np
import cv2
from rknn.api import RKNN

def show_outputs(outputs):
output = outputs[0][0]
output_sorted = sorted(output, reverse=True)
top5_str = 'mobilenet_v1\n-----TOP 5-----\n'
for i in range(5):
value = output_sorted[i]
index = np.where(output == value)
for j in range(len(index)):

13



if (i +) >=5:

break
if value > 0:

topi ='{}: {}\n".format(index[j], value)
else:

topi ='-1: 0.0\n'

top5_str += topi
print(top5_str)

1 Al

if name ==' main "
# Create RKNN object
rknn = RKNN()

# pre-process config

print('--> config model")

rknn.config(mean_values=[128, 128, 128], std_values=[128, 128, 128],
reorder channel=False)

print('done")

# Load tensorflow model
print('--> Loading model')
ret = rknn.load_tflite(model='mobilenet vl 1.0 224 tflite")
if ret |=0:
print('Load mobilenet _v1 failed!")
exit(ret)
print('done")

# Build model
print('--> Building model')
ret = rknn.build(do_quantization=True, dataset="./dataset.txt')
if ret !=0:
print('Build mobilenet v1 failed!")
exit(ret)
print('done")

# Export rknn model
print('--> Export RKNN model')
ret = rknn.export_rknn('./mobilenet v1.rknn')
ifret I=0:
print('"Export mobilenet v1.rknn failed!")
exit(ret)
print('done")

# Set inputs

img = cv2.imread('./dog 224x224.jpg")

img = cv2.cvtColor(img, cv2.COLOR BGR2RGB)
img = np.expand dims(img, 0)

14



# init runtime environment
print('--> Init runtime environment')
ret = rknn.init_runtime()
ifret I=0:
print('Init runtime environment failed’)
exit(ret)
print('done")
# Inference
print('--> Running model")
outputs = rknn.inference(inputs=[img])
show_outputs(outputs)

print('done")

rknn.release()

Horbr dataset.txt 22— LS A B B8 AR B0 SCA S, B W FRATTHE example/tflite/mobilent vl

H3 N 3K dog 224x224.jpg K Fr, IRAXTBLHY dataset.txt AU
dog_224x224.jpg
demo I& 47 B TR ISy HH T 45 5

[156]: 0.8544921875
[155]: 0.080322265625

[205]: 0.0129241943359375
[284]: 0.0084075927734375
[194]: 0.0025787353515625

3.5 API #4048

3.5.1 RKNN b RXT RBEK

7E48 H RKNN Toolkit2 FIFTH API R}, #7EEZE I H RKNN(O) 7 £G4 — 4 RKNN %)
B, IAEH 55 TR FHZX G release() /7 2K X GOBETiUE

PIUHE RKNN X %}, 7] LA E verbose Fil verbose_file %1, VIATENVEIRIH B R, Hh
verbose Z ¥ 7 & M ELE S A EATENEMH EEE: WRBE T verbose_file Z4(, H. verbose £
HUEN True, HE(E RIEH S BIRX A SR 2 H S0 b o B4 T2 38 SRR verbose Z 81BN
INFO” , £¥ R R T B S St B 5 RE, FE BRI — 2 Wb R e, 7 {68 1) R A

15



ZEIGN R -

# R VR HESE S 2R, JFS 2 mobilenet_build.log SCAFH
rknn = RKNN(verbose=True, verbose file="./mobilenet build.log")

# RAIESERETEN R H EE R

rknn = RKNN(verbose=True)

rknn.release()

3.5.2 RKNN BRI &

FEFHE RKNN B2 |, 75 BRI #ATIEIE (. Iy . BHRAERE, X

PLE TS config 4% 1 58 i

API config

Eiiiba WEBMNSH

ZH batch_size: HHLALFE AN, BRIME N 100. EALKEGHRE 1% 5500 e 5 — B I %

E, URIEEMASER. Wk dataset 1 FIEHE & /NT 100, WHZSEUER H 207 %
N dataset I EHE &

mean_values: FAMIBIME. SHHE e —NIER, FIRBPET—ADBEZANBE TS
x, ZRNEEIN N ZATHIR, BANTFHIRMNKES ZMARBES S, B
[[128,128,128]], Fn— MM =AM E M {ERZ: 128. W15 reorder _channel 15 E

J% True, JUARSGMOEIE %, FHAEEI(E.

std_values: FAMIH—{LEH. ZHREAL—DIIR, FIRPOE - PEZDHH—1L
HToIR, ZRABRNNZAD IR, D TIIRNKE S Z5mA a5,
H4n[[128,128,128]], s B — M 1 =8 IE FE 5 HME S HEREL 128. 4
K reorder_channel BB % True, ML HOBIE R, FREMEAMER LTI,

epochs: ALK IERIREL, BIER—IR, HLIEFE batch_size o EHMENIE FdtiT &
WREIE . BRIMEN-1, BEEFSAR4E dataset W) B A 0E H 8t B & ACIRE AR AL
R BHEE T 5. Hre A .

reorder_channel: 7R A& 5 75 £ EUGOEE T FE47 % . False R4 4 A\ I8 IE

16




WG RAEEE, L& A A i RGB,  ARHERE A I AR Y RGB T £ N = 5
True K7 2 X NHOEEFE B, L Insm NI IEIE P 2 RGB,  HEBRI 28 H e ik
BGR, fLZHIANZ, FFER, S AREE KDY BGR (1%, 4% % RGB Ja
FESRMANR. WRAEZ A, MASIRAEER, W[True, True, False].

quantized dtype: E LKA, H Al FF I & W KB asymmetric_quantized-8
asymmetric_quantized-16, ERIA{E N asymmetric_quantized-8. asymmetric_quantized-16

B FFo

quantized_algorithm: T+ 5 & — Z MBS EN R A PB4, B SCR B L

A: normal, mmse, ERIAE N normal. mmse &4~ £F.

quantized method: H F S #F layer 8(# channel, B2 A —EEHSHEE A
WIEAA H K — B SE, @EE T channel 2 H layer ¥R 8wy, BRIMA N

layer. channel # AN FF.

optimization_level: MRAEALIEL . JHIIAE AR AL EEDL, AT DL I A8 70 B 4 A
AR R P T 2P I o ZZHUNBOMEDS 3, ST A LAIE ST, {505 2
B 1 S — B 20 AT RE 200 P 0 B AU S 7 AR R i ARG IE T, BN O ISR TR
AL .

target_platform: fif /& RKNN & 8 & B T 0> HAn 8 v ~F 6 A i . B il >k

RK3566. RK3568. iZZHHIME K/ NG AEUK.

iR B

¥

25140 R

# model config
rknn.config(mean_values=[[103.94, 116.78, 123.68]],

std_values=[[58.82, 58.82, 58.82]],
reorder _channel=True,
target platform='rk3566")

3.5.3 EREME

RKNN-Toolkit2 H fiSZ#F Caffe. TensorFlow. TensorFlow Lite. ONNX. Darknet. Pytorch £

17




AR RKNN B, EATFE B 1 F A% COAN R, T4 U WX b Y (e 3% 11

3.53.1 Caffe & nEEO

API load_caffe
Eiiipay K caffe 157
ZH model: caffe B Cprototxt JE2E M) Fr{EEkiZ.

proto: caffe B MK (W IE(E ' caffe' B Istm_caffe') o 4 7 3CHF RNN B, 3

T AR Z ISR, B 75 2 E caffe #5HA Istm_caffe's 'Istm caffe'# A 3 #F.

blobs: caffe BE% i — 3 I EIE Cf Ccaffemodel JG 4D AT . 1ZSEE T

PIN None, RKNN Toolkit2 ¥ FENLA AL EEESH

inputname: caffe B RUAEAE Z AR, ] L@ ZZEd8 e N E A WY, B
['inputl','input2''input3'], VEE 4T L 5HAMAG—F; WAl ARE, 1% caffe £

IS Cprototxt JE4 SCMHE) HENAE .

R [AHE 0: S

-1 BRI

25140 »

# MCHHTES AR NEL mobilenet v2 R

ret = rknn.load_caffe(model='./mobilenet v2.prototxt',
proto='caffe',
blobs="./mobilenet v2.caffemodel',
inputname=['input1'])

3.5.3.2 TensorFlow fEA n#E O

API load_tensorflow
iR fin#k TensorFlow 1571
ZH tf pb: TensorFlow BRI Cpb J54) FT7ERRAT.

inputs: BRI S, SCRFEZ DA R TR A TBAE D IIER T

18




input_size_list: A&FAN AT ORI B B9 RSP AEE #4757 (1) mobilenet-v1

BEA, LA N U6 L R AR 2 ([, 224, 224, 3]].

outputs: AR FIHIAT AL, SCRFZ AT A BT R SRR

predef file: Jy | 3CFF—suisi @4, FERM—A npz #& X W€ . 7] LUE
I LR iR T E S04 : np.savez('prd.npz’, [placeholder name]=prd value). 15

“placeholder name” FELE/, W B 1252 2 AL FE.

R [AHE 0: FAMI

-1 BRI

254N R »

# M7 H 3 N# ssd_mobilenet vl coco 2017 11 17 &7
ret = rknn.load_tensorflow(
tf pb='./ssd_mobilenet vl coco 2017 11 17.pb',
inputs=['FeatureExtractor/MobilenetV 1/MobilenetV1/Conv2d 0
/BatchNorm/batchnorm/mul_1'],
outputs=['concat', 'concat 1'],
input_size list=[[1, 300, 300, 3]])

3.5.3.3 TensorFlow Lite #2& &R O

API load_ tflite
ik JI0#% TensorFlow Lite #5744,
S model: TensorFlow Lite #A CF (tflite J54%) Fr{EigiE

R [AE 0: S

-1 BRI

254N R »

# M0 H 0% mobilenet v1 Y
ret = rknn.load_tflite(model = './mobilenet v1.tflite")
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3.5.3.4 ONNX HEEfn#
API load_onnx
R JN# ONNX Hi7
ZH model: ONNX BRI Connx G40 FrfERT.
I [AlfE 0: FABI
-1 PRI
R0

# M4 HRINEK arcface F 7Y

ret = rknn.load_onnx(model = "./arcface.onnx’)

3.5.3.5 Darknet R fnEkE O

API load_darknet

ik Jn#% Darknet 57

ZH model: Darknet B8 Cofg JG28) FTFEHAT.
weight: E M Cweights J540) FTIEEE1E

I [Al1E 0: FABL
-1: FARM

R0 F

# MHHTH S MNE yolov3-tiny 12 7
ret = rknn.load darknet(model = './yolov3-tiny.cfg',
weight="/yolov3.weights'")

3.5.3.6 Pytorch A n&TEO
API load_pytorch
P fin#k Pytorch 574
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model: Pytorch B SCAE Cpt 54 FIfEegfe, 1 H 722 torchscript #% UL AL

WIHZH

input_size list : O TIV/NG E =1 VA< S I £ 70 AN 1 G (= ' P 17/
[[1,1,224,224],[ 1,3,224,2241|FK R B HAHN, HA—/ NN shape #2[1,1,224,224],

FAN—AH N shape #&[1,3,224,224], WSIESHL,

iR B

0: ST

-l BRI

25

# MHT H N3 resnet18 FA
ret = rknn.load pytorch(model ='"./resnet18.pt',

input_size list=[[1,3,224,224]])

3.53.7 MXNet HENBED (FHLR)

API load_mxnet

Eiiipa Jngk MXNet 5 7

ZH symbol: MXNet R[] P28 2546 SCAF, G402 json. WLIASHL,
params: MXnet BRI SHOCM, JE4E /2 params. WIHSH.
input_size list : & A~ f N WS % B B R B9 R SF R @ GE # . Bl Ao
[[1,1,224,224],[ 1,3,224,2241|FK R B HAHN, HA—/ NN shape #2[1,1,224,224],
FHF—AIN shape #2[1,3,224,224]. HIHSHL.

IR B 0: SN
-1: SR

B LI

# M ET H SEIN3E resnextS0 LAY

ret = rknn.load mxnet(symbol="resnext50 32x4d-symbol.json’,

params="resnext50 32x4d-4ecf62e2.params’,
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input_size list=[[1,3,224,224]])

3.5.4 #E RKNN ]

API build
Eiiipa R SN, R S ) RKNN AR
ZH do_quantization: J&EXEIA AT &AL, {H5 True 5L False.

dataset: ALK IEHHE RS . BT SCRESCR SO 20, H AT DB A TR IE R K
i (pg 8 png #&30) B npy SCHFEEARTE]— N axt X SCAR SR — 17— %

|

jall%

B
&ipg

b

o

anipy

bapy

A Z AN RN R SO B R BT, i

rknn_batch size: ¥4~ HF

R4 Batch ZE0HHE, BRUAMEAN 1. WHATF 1, WATCLAE— URHEER o [ ) 3
TH 22 it N\ G B4 NS, T MobileNet #5284 () JR 45 input 4E 55 A[1, 224, 224, 3],
output 4 A[1, 10017, 24 rknn_batch_size ¥4 4 I, input RI4EFEAE (4, 224, 224, 3],

output 4E% 324, 1001].
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rknn_batch_size AR E —RIREE NPU LPATHERE, BHLRE
3840 P T E LU R 38 o B R S B

rknn_batch_size F) %7 DA REAEHE/MERIZE CPU LIHHE, IREEMER KT
BIWi%., CGERTHEEAN, CPUKIF#AT NPU BIFFE) .
rknn_batch_size KIfE RN T 32, AN G AKX S B LMK .
rknn_batch_size B3US, HEZK input/output £ FSBEH, 1#H inference 3
BRI FER BB input BIXAD, JFAER, HEEXRER outputs 3

1T I
IR [ 4 0: HJEIh
-1 MR

HIR

# P RKNN #8Y, Jf BiEfb

ret = rknn.build(do_quantization=True, dataset="./dataset.txt')

3.55 S H RKNN ]

HI /N5 DR ) RKNN RS AT UORAE B — AN SO, 2 )5 U SRAR B A P A R A A B ik

(MR, AT ELBOBI load_rknn BECUIBBUR, SR EBEHEHEAT A L.

API export_rknn

R s RKNN B GRA7 B4R 2 SO Crknn J5 40 .
ZH export_path: ‘5 BRSO R B4R

yZAEIRiE)

0:

R

-1:

R

ZEIGN R -
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# AT RKNN A R A7 21 24 17 542 ] mobilenet v1.rknn {4+
ret = rknn.export_rknn(export path ='./mobilenet v1.rknn")

3.5.6 jn#; RKNN £

API load_rknn

iR INE RKNN AR, g AR RS AN IR 334 4% NPU A 1 15 AT HE P BRSR BUE RER 55 -
ANBE TR A0 285 RG220 BT 55

S8 path: RKNN BA A28 1%
load_model_in_npu: /&5 E4N% npu T rknn B4, H 1 path 24 rknn BEALLE npu
KA o A 24 RKNN-Toolkit2 JIZ 17 /EZEAT NPU ¥4 1) PC LIS A4 R LLECN True.
BRINE N False. H A SR

R [E{E 0: INEKI)
-1 BRI

EIIE

# MCHHTESAENE mobilenet v1.rknn A&7
ret = rknn.load_rknn(path='"./mobilenet v1.rknn')

3.5.7 FIGEAIBITH IS

FERERYHE PR P RE VPG 2 B, D AUEAIIR LB AT I IR, # s BB AE W — M RE A1 & B8 4T
B E A AR AR AT

API init_runtime

it WGBTS . B E RIS AT i (B B (B BfE R, W& ID) 5 PERETT
i 275 5 A debug #230,  DLIRIBCE VAR PERE(S 2

SR target: HARMEMET 4, HHF “rk3566” . “rk3568” . ZRIAA None, E[7E PC 1 fi]

TER, MSAERES LIE1T. Hl rk3566/rk3568 Z 50 A .

device id: W gm'T, WHR PC EEL W&, TEBCIZSH, B &5 n ld
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L7 list_devices” N EFH . ERIME N None.

H BT %2 808 A SCF

perf debug: BHATMEREVEAL IS 2B HF A debug #iXl. 7 debug BT, W PASKELE| %
—JZMIBAT I ], A R RESRBUE A B AT S (8] . BRIMEDN Falseo HRT1ZZ 408

R H,

eval mem: & HHFENNAETAMEBERN . HENAFPEEASS, 7TELE A eval_memory
Fe L RHUBE RS AT B (1 A . BRUMEN False. I RTZZSECE A .

async_mode: & EHIFAPRI. HAHERERE OO, B OBt B RN R AHERE
RBUGERE LR =B WRIT R 7P, BB 2 AW fa AR S5 HEEE B — it
IR HEAT, BT CABRER —Witdh, 2 Jm AR — WoUHls AT LA RE G e B f N (R 18], AT $ T
PERE . DI, R UGR BB R A b — i) . ZSHIERIMEDN False.

H BT %2 808 A SCF

R [E{E 0: FIHRHIBAT I AL LI -

-1 WHREAT I AR

254N R »

# HIEH B AT I PR A
ret = rknn.init_runtime(target="rk3566', device id='012345789AB")
if ret I=0:

print('Init runtime environment failed")

exit(ret)

3.5.8 HRAIHERE

FEAE PSR BEAT HERE AT, AU M BN — A RKNN A

API inference

Eiiiba B AT HERE, IR [B]HERR 2
45t RKNN-Toolkit2 i2177E PC |, HHIMEIEAT IR % & target 4 Rockchip NPU

B, RN & B R,
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a1 RKNN-Toolkit2 iz477E PC I, HWJIB BTSSR B H B & target, 152 =&

[ EieR RS AR DS HECE N

ZH inputs: FFHEFRIHIN, WAL ov2 MK A . #30E ndarray list.

data_format: ##EBizl, TTLLEPLIFA: “nchw” , “nhwe” o ERIAME A'nhwe'.

inputs_pass_through: Ky Ni& £ 45 NPU K5, AREMERT, AR5 A L% NPU
WA Z A, TR MABATRIIE . b5 25 AE MEEHEUE, Ao X
Bl RASHIMEARA DA, WnEEES, input0, AiEAL inputl, XS
EM[1, 0]. BRIMMEH None, BIXF AT ANEBAELL .

IR [BME results: HEFSER, KA ndarray list.

ZEIGN R -

XFF 58, Ul mobilenet v, AAGUIT (EEEARIG S example/tflite/mobilent v1) :

# T B R b AT HERE, 183 TOPS 45

outputs = rknn.inference(inputs=[img])
show_outputs(outputs)

[156]: 0.85107421875

[155]: 0.09173583984375
[205]: 0.01358795166015625
[284]: 0.006465911865234375
[194]: 0.002239227294921875

X+ B bk W ) OB Y, i ssd mobilenet v1 , AR W R (5% B AR E S H

example/tensorflow/ssd_mobilenet v1):

# A AR R AT HERE, 153 H ARAe il 45 2R

B gl R 5 AL B R R B R (O HE G R BENLAE B, BT LR JGE AT IR
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example 13 2| WIUHES = H AR -

™.
-

) ) g
- ) ed

e

K] 3-4-8-1 ssd_mobilenet_v1 inference 45 %

3.5.9 PHEEEEIHERE

HASH

3.5.10 BN EFEABER

HASE

3.5.11 &) SDK 4

A

3512 IREEMWN

A
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3.5.12.1 hybrid_quantization_step1

fFRR A=A ThRERS, 5—Fr B A ) 3= 2282 12 hybrid quantization stepl, T4 Bl

A S ( {model_name}.model ) . H(#E A ( {model name}.data ) F & 1k BC B 3 F
({model name}.quantization.cfg) . 4% 1VEHIF:

API hybrid_quantization_step1

ik AR N SR AR A, A s I R e B AS AR ST L T SR A G S

S dataset: SR IEHHE IR E. HATSCRESCASE R, B R RUE R TR IE ) 1
F Gpg 38 png #%30) B npy SCIFEE BB — AN axt SO . ORI BT — 5%
ARG R .
ajpd
bipg
B
&npy
baapy

I [l 0: JL)
-1: 2RI

0T -

# Call hybrid quantization stepl to generate quantization config

3.5.12.2 hyb

fiE R

rid_quantization_step2

A EAAI R, ERRE A B RKNN B B B i o 3 20 R

hybrid quantization step2. VBT :

API

hybrid_quantization_step2
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ik PO B AR S B S AL E S RIEEUR SRR AN, AR A R
1k J5 ) RKNN 557

ZH model_input: 2 —3P 4 RIIGE AR SO, R0 “ {model_name}.model” . H(#EI A
NFR . ESH
data_input: — DA RMELE LA, JEUW “ {model name}.data” o FHERANFRF
B, WIS
model_quantization_cfg: %4 i & ot 5 0 B W & b &K E S, B W
“{model name}.quantization.cfg” . FIERANFRFH . BIHSHL.

IR A 0: A
-1: R

R0

# Call hybrid quantization_step2 to generate hybrid quantized RKNN model

ret = rknn.hybrid_quantization_step2(

model input="./ssd_mobilenet v2.model',
data_input='"./ssd_mobilenet v2.data',
model quantization_cfg="./ssd_mobilenet v2.quantization.cfg',

3.5.13 B EST

GO RERREATIE . AR AR SR 8, TR AR T

API

accuracy_analysis

HEFOE AR DRI, Rl dump B 45— ZH tensor Hdli. & dump H A4 p32 1 gnt

PR ECE R PR, TR ARE .

E:

1. Z#EOREEZE build BX hybrid_quantization_step2 2 J5 A, 3 H R AERI N
ZORNAERACIOBERL, 7 S F R

2. ZEOMERAKERATRSE config F8E I —B.
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inputs: P42 list B{# numpy.ndarray list.

output_dir: Hi Hx, P PRIEHRAAAE % H 3o
MR B E target, i ¥ HREM T
F—— entire qnt
F—— fp32
F—— order.txt
.. —— error_analysis.txt
B3 H s AR
® entire_qnt H3%: (RN BN ERIZITNEE—ERER (B float32) ;
® P32 Higk: CRAFHEE/MNIT mUB B S8 B TR I — 2 45 R
® ordertxt: 103 dump HiHJRE—Z /] tensor ZdE T
® crror_analysis.txt: CRENRA IR R IZ (T B E R4 R 5 R R 5%
B4 (entire_error cosine), LM BRI _E— BRIV A8 RAE AR, fl 5

I RS RL K AR 5% 80 B (per_layer_error cosine).

cale_qnt_error: ZHIFHEEMIRZE (BRIAH True) .

iR e

0: %)

-1: 2RI

......

# Create RKNN object
rknn = RKNN(verbose=True)

print('--> config model')
rknn.config(mean values=[128, 128, 128], std_values=[128, 128, 128], )
print('done")

# Load model
print('--> Loading model'")
ret = rknn.load_tensorflow(tf pb='mobilenet v1.pb',
inputs=['input'],
outputs=['"MobilenetV 1/Logits/SpatialSqueeze'],
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3.5.15 BEWEEEIEITEE

A
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